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Abstract. This article describes a large-scale model of turtle visual cortex that simulates the propagating waves of
activity seen in real turtle cortex. The cortex model contains 744 multicompartment models of pyramidal cells, stellate
cells, and horizontal cells. Input is provided by an array of 201 geniculate neurons modeled as single compartments
with spike-generating mechanisms and axons modeled as delay lines. Diffuse retinal flashes or presentation of spots
of light to the retina are simulated by activating groups of geniculate neurons. The model is limited in that it does not
have a retina to provide realistic input to the geniculate, and the cortex and does not incorporate all of the biophysical
details of real cortical neurons. However, the model does reproduce the fundamental features of planar propagating
waves. Activation of geniculate neurons produces a wave of activity that originates at the rostrolateral pole of the
cortex at the point where a high density of geniculate afferents enter the cortex. Waves propagate across the cortex
with velocities of 4 µm/ms to 70 µm/ms and occasionally reflect from the caudolateral border of the cortex.
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1. Introduction

Appearance of a novel stimulus in the visual world pro-
duces a wave of activity that propagates across the vi-
sual cortex of freshwater turtles. The first evidence for
such waves was obtained using extracellular recording

methods to study responses evoked in visual cortex
by presenting 0.5◦ spots of light for 100 to 500 ms
to alert, paralyzed turtles (Mazurskaya, 1974). Single
units throughout the cortex responded to stimuli pre-
sented anywhere in binocular visual space, but there
were significant latency differences in the responses
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of a unit when stimuli were presented at different loci
in visual space. This observation raised the possibility
that presentation of a visual stimulus produces a wave
of activity in the cortex that reaches different cortical
loci at different times.

The existence of cortical waves was demonstrated
explicitly by Senseman (1996, 1999), who used
voltage-sensitive dyes to record the spatiotemporal pat-
tern of activity evoked by whole-field retinal flashes in
the visual cortex of an isolated eye-brain preparation.
Retinal flashes produced waves of depolarization that
consistently originated near the rostrolateral margin of
the visual cortex and propagated throughout the cor-
tex. The spread of activity was inhomogeneous, and
the propagation velocity was 14 µm/ms rostrally and
40 µm/ms caudally along the rostrocaudal axis of the
cortex. Waves were sometimes reflected at the bound-
aries of the visual cortex, producing secondary waves
that propagated into the cortex in the opposite direc-
tion. The voltage-sensitive dye signal could be recorded
while the membrane potential of individual cortical
neurons was recorded with an intracellular microelec-
trode (Senseman, 1996). The voltage-sensitive dye sig-
nal follows closely the membrane potential of individ-
ual pyramidal cells. Consistent with the early study by
Mazurskaya, Senseman and Robbins (1999) reported
that presentation of spots of light at different loci in vi-
sual space resulted in waves that differed quantitatively
but always originated in the rostral pole of the cortex.

Nenadic et al. (2000) used a simple, biophysically
realistic model of turtle cortex to analyze the basic fea-
tures of the propagating waves. The model represented
a 2×12 mm rectangular region of visual cortex. It con-
sisted of 20 pyramidal cells, 4 smooth stellate cells, and
5 geniculate afferents distributed homogeneously in a
4 × 5 matrix. Each neuron was represented by a com-
partmental model with realistic synaptic and ionic con-
ductances. Activation of the geniculate afferents pro-
duced a propagating wave of activity that was reflected
at the cortical boundaries. However, this model did not
capture other important features of the waves seen in
real cortices, such as the origin of the wave toward the
rostral pole of the cortex. Nenadic et al. (2002) used a
larger model to show that the propagating waves con-
tain information about the position and speed of mov-
ing stimuli. This model is based on the basic distri-
bution of neurons and geniculate afferents within the
cortex but does not include some biophysical proper-
ties such as spike-rate adaptation. This article provides
a full description of this large-scale model and includes

spike-rate adaptation in the pyramidal cell models. The
model is then used to investigate the origin and funda-
mental properties of the propagating waves.

2. Organization of Turtle Visual Cortex

A brief account of turtle visual cortex is given here for
the convenience of the reader. Ulinski (1990) provides
a general discussion of the cerebral cortex of reptiles,
including turtles, and Ulinski (1999) gives a detailed
discussion of the visual pathways in turtles. The vi-
sual cortex of turtles is situated on the dorsolateral
surface of the cerebral hemispheres (Fig. 1). It is a
three-layered cortex that corresponds to a cytoarchi-
tectonic area designated the dorsal area, D (Colombe
and Ulinski, 1999). The intermediate layer 2 contains
predominantly the densely packed somata of pyramidal
cells. The outer layer 1 and the inner layer 3 contain
principally inhibitory interneurons. There are signifi-
cant differences in the morphology of pyramidal cells

Figure 1. Overview of turtle visual cortex. A: Dorsal view of a
turtle brain. The oval-shaped area represents the visual cortex, which
corresponds to the dorsal area, D. OB, olfactory bulb; CTX, cortex;
OT, optic tectum; CB, cerebellum. B: Coronal section through the
cerebral cortex at the level indicated in A. ADVR, anterior dorsal
ventricular ridge; STR, striatum; DM, medial part of D; DL, lateral
part of D. C: Detailed view of visual cortex showing a medial and
lateral pyramidal cell, the positions of cell bodies in layer 2 of D,
and the path of geniculate afferents through D. Drawn by Dr. J.B.
Colombe.
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between the lateral part, DL, and the medial part, DM,
of area D. Lateral pyramidal cells have their somata
packed into large clusters of neurons with opposing
somata and have roughly symmetric apical and basal
dendritic arbors. Medial pyramidal cells have their so-
mata organized into much smaller clusters and have re-
duced basal dendritic arbors. Layer 3 is, consequently,
thinner in DM than it is in DL. Inhibitory interneurons
have not been completely characterized, but it is clear
that layer 1 contains several populations of inhibitory
interneurons and that layer 3 contains horizontal cells
with dendrites that run concentric with the ventricular
surface.

The dorsal lateral geniculate complex (Rainey
and Ulinski, 1986) receives retinotopically organized
projections from the entire contralateral retina and
from the ventrotemporal rim of the ipsilateral retina
(Ulinski and Nautiyal, 1986). Neurons along the ros-
trocaudal axis of the geniculate project topographically
to D but cross over as they enter the lateral margin of the
cortex. The rostrocaudal axis of the geniculate is, thus,
represented along the caudorostral axis of the cortex.
Individual geniculocortical axons course from lateral
to medial across D (Heller and Ulinski, 1987). They
give rise to relatively few branches but contain many
en passant varicosities (Mulligan and Ulinski, 1990).
There is no indication that neurons situated at different
positions along the dorsoventral axis of the geniculate
complex project differentially to D. The visual cortex
can, consequently, be viewed as a series of isoazimuth
lamellae, each receiving information from different el-
evations at a particular azimuth point in visual space.
Neurons in different isoazimuth lamellae receive infor-
mation from different azimuth lines in visual space via
intracortical connections (Cosans and Ulinski, 1990).
Neurons in layers 2 and 3 of the cortex project topo-
graphically back to the geniculate complex (Ulinski,
1986).

Consistent with the anatomy of the geniculocortical
and intracortical projections, single units in visual cor-
tex respond to stimuli presented at all points in visual
space (Mazurskaya, 1974). They respond optimally to
moving stimuli or to apparent motion stimuli consisting
of two spots of light presented at two separate loci in
visual space with a temporal delay. Several morpholog-
ical classes of turtle retinal ganglion cells show direc-
tional selectivity and function as local motion detectors
(e.g., Jensen and DeVoe, 1983; Granda and Fulbrook,
1989; Ammermuller et al., 1995). It appears that cor-
tical neurons receive convergent input from arrays of

local motion detectors and function as global motion
detectors (Ulinski, 1999).

3. Construction of Model

3.1. Overview of Model

Waves in turtle visual cortex have been studied by
recording from the external surface of the brain us-
ing multielectrode arrays (Prechtl, 1994; Prechtl et al.,
2000), imaging the external surface of the cortex with
voltage-sensitive dyes (Prechtl et al., 1997), or imag-
ing the ependymal surface of the cortex using voltage-
sensitive dyes (Senseman, 1996, 1999; Senseman and
Robbins, 1999, 2002). Our model is intended to repli-
cate cortical waves imaged on the ependymal surface
of the cortex with an in vitro preparation. However,
Senseman and Robbins (2002) report that similar waves
are recorded from the external surface of the cortex with
an in vivo preparation. It is, thus, likely that imaging the
ependymal surface of the cortex in vitro gives results
that are physiologically relevant. Imaging the ependy-
mal surface is accomplished by cutting along the medial
surface of the cortex in an in vitro preparation, unfold-
ing the cortex and pinning it flat in a chamber. The
lateral part of the visual cortex is covered by a pallial
structure, the dorsal ventricular ridge (DVR), so only
DM and the medial part of DL are visible in this prepa-
ration. Our model consists of an array of 744 neurons
that corresponds to the visual cortex as viewed from its
ependymal surface. It includes both DM and all of DL.
Waves produced in the model propagate throughout the
entire cortex and can be compared to the data obtained
by Senseman and Robbins in vitro.

Emphasis was placed on capturing basic features
of the spatial distributions of neurons and geniculate
afferents in the cortex and the major features of the
physiology of cortical neurons. The relative densities
and spatial distributions of four groups of neurons (lat-
eral and medial pyramidal cells, layer 1 stellate cells,
and layer 3 horizontal cells) were used in constructing
the model. The spatial distributions of stellate cells,
pyramidal cells, and horizontal cells were assigned us-
ing detailed maps of neurons in each cortical layer
that were derived from a complete set of serial coro-
nal sections (Park and Ulinski, unpublished observa-
tions). Individual neurons were modeled as equivalent
cylinder models based on the morphology of each type
of neuron. The firing patterns of neurons in response
to intracellular current injections were modeled using
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several types of voltage-gated and calcium-dependent
conductances, but no effort was made to include de-
tails of the kinetics of each conductance or to include
all of the conductances that are likely present on these
neurons. Geniculate neurons were modeled as single
compartmental models with spike-generating mecha-
nisms. The organization of the geniculate axons was
based on the detailed anatomy of the geniculocortical
projection.

The model, thus, does not include many details of the
biophysics and physiology of cortical neurons. How-
ever, it does accurately represent the spatial distribution
of cortical neurons and geniculate afferents. It also rep-
resents the basic circuitry of the cortex, including the
excitatory connections of geniculate afferents and in-
tracortical connections and the feedforward and feed-
back inhibitory circuits.

3.2. Spatial Distribution of Neurons

Maps of the spatial distribution of neurons in each of
the three layers of the cortex were constructed from
alternate coronal sections through the visual cortex of
a turtle. The density of neurons was sampled at loci
in each of the three layers along the lateromedial axis
of each section and used to construct maps of the den-
sity of neurons in each layer projected onto the flat-
tened cortical surface. The maps consisted of arrays
of 8 × 56 rectangular blocks, each block measuring
28 µm × 190 µm (Fig. 2A). Density measurements

Figure 2. Algorithm for assigning the spatial distribution of cells
in the model. A: The central part of the figure shows the 8 × 56
grid of rectangles over which neurons were sampled in 28 coronal
sections of the cortex of a turtle. Distance along the rostrocaudal
axis of the cortex is measured on the x axis. Distance along the
lateromedial axis of the cortex is measured on the y axis. The inset
shows a histogram of the number of neurons along the top row of the
grid. Similar histograms were constructed for the remaining seven
rows. B: The cumulative distribution function. The grid was used to
conduct separate counts of the three layers of the cortex.

were provided for 28 out of 56 columns. The remain-
ing 28 columns represented the alternate sections in
which neurons were not counted. Neuronal densities
for these sections were linearly interpolated using the
densities from adjacent sections.

Alternate coronal sections through a real cortex were
used to construct a map of neurons which represented
a smaller total number of neurons but preserved the ra-
tios of neurons in each of the layers. This was done by
using data on the numbers of neurons in each row of the
real cortical map to construct a cumulative distribution
function of the number of neurons in each layer, as a
function of distance along the row. A predetermined
number of neurons was then sampled from this distri-
bution and used to position neurons in the model. The
number of cells in each of the 56 blocks along a given
row were used to construct a histogram of the number
neurons as a function of distance, x , along the row in the
real cortex (Fig. 2A). There were eight such histograms
corresponding to the eight rows of the data grid. A cu-
mulative distribution function F(x), was constructed
from each of these (Fig. 2B) and used to determine the
distribution of neurons in each layer of the model. A
total number of ni neurons were assigned to the i th
row in the model data grid and a random vector ui of
ni numbers was sampled from a uniform distribution
between 0 and 1 using the Matlab random number gen-
erator. The x-coordinates of ni points along the i th row
of the model data grid were obtained by inverting the
cumulative distribution function. If ui j is the value of
the j th component of the random vector ui and if xi j

is the x-coordinate of the j th point along the i th row
of the model data grid, then we have xi j = F−1(ui j ).
This procedure was repeated for all eight rows of data.
The y-coordinates of individual neurons in the i th row
were determined by drawing ni random numbers from
a uniform distribution over the 0 to 190 µm interval.
This procedure was carried out for each of the three
layers resulting in a model that contained 744 neurons.
Figure 3 shows the resulting distribution of cells in the
model displayed on a single two-dimensional plot. The
model has 679 pyramidal cells in layer 2, 45 stellate
cells in layer 1, and 20 horizontal cells in layer 3. Of
the pyramidal cells, 368 are in DL, and 311 are in DM.
These numbers represent scaled-down figures consis-
tent with the relative numbers of layer 1, 2, and 3 cells
in the real cortex. An important feature of the map is
that the density of pyramidal cells is higher in DL than
in DM, while the density of stellate cells is lower in
DL than in DM. The ratio of stellate cells to pyramidal
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Figure 3. Spatial distribution of neurons in the model. The 744
neurons in the model are shown projected onto a single plane. There
are 368 lateral pyramidal cells, 311 medial pyramidal cells, 45 stellate
cells, and 20 horizontal cells. Stellate cells (circles) are in layer 1.
Pyramidal cells (stars and crosses) are in layer 2. Horizontal cells are
in layer 3. The lateral-medial (L-M) and caudal-rostral (C-R) axes
of the cortex are indicated.

cells, thus, increases along the mediolateral axis of the
cortex.

3.3. Compartmental Models of Cortical Neurons

The large-scale model is based on multi-compartmental
models of pyramidal (Millonas and Ulinski, 1997),
stellate (Khatri and Ulinski, 2000), and horizontal
(Nicolaus and Ulinski, 1991) models that have been
described earlier. The morphology of each type of
neuron in the model was based on a population of
neurons impregnated by a variant of the rapid Golgi
method (see Colombe and Ulinski, 1999). An individ-
ual neuron judged to be the best impregnated of its
type was chosen to construct a model. Individual neu-
rons were drawn with a camera lucida. The lengths
and diameters of dendritic segments were measured
using an ocular micrometer. The numbers of spines per
100 µm segment of dendrites on spiny neurons were
counted and spine counts corrected for spines hidden
behind the dendrites using the algorithm of Feldman
and Peters (1979). Spines were folded into the den-
dritic segment (Stratford et al., 1989) to decrease the
number of compartments in the model. Each model

Figure 4. Compartmental models of individual types of neurons.
The geometries of the lateral pyramidal, medial pyramidal, stellate,
and horizontal cell models are shown. Somata are represented by
circular compartments, and dendritic segments are represented by
rectangular compartments. The dimensions of individual compart-
ments for each model are given in Appendix A in Tables 1–4.

consisted of a soma compartment and 2 to 15 den-
dritic compartments, which typically had electrotonic
lengths of 0.03. The models captured the basic geome-
try of the four types of neurons (Fig. 4). Dimensions of
each of the compartments in the lateral pyramidal cell
model, the medial pyramidal cell model, the stellate
cell model, and the horizontal cell model are given in
Appendix A in Tables 1–4, respectively.

Each compartment was represented by an ordinary
differential equation of the form

−Ci
dVi (t)

dt
=

∑
j

Vi (t) − Vj (t)

Ri j
+ INa+ (V, t)

+ IK+ (V, t) + ICa2+ (V, t)

+ IAHP([Ca2+], t) + ILeak(V, t)

+ IAMPA(V, t) + INMDA(V, t)

+ IGABAA (V, t) + IGABAB (V, t), (1)

where Vi (t) is the time-dependent membrane potential
of the i th compartment, Er is the resting membrane
potential of the cell, Ci is the total membrane capaci-
tance of the i th compartment, and Ri is the total mem-
brane resistance of the i th compartment. Total resis-
tances and capacitances are calculated from the surface
area Ai , of each compartment, the specific membrane
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resistance Rm , and specific membrane capacitance Cm ,
using the relationships Ri = Rm/Ai and Ci = Cm Ai .
The summation in Eq. (1) is over all of the compart-
ments linked to the i th compartment. Ri j is the cou-
pling resistance between the i th and j th compartments
given by Ri j = 1

2 [Rai + Raj ], where Rai and Raj are
the total axial resistances of the i th and j th compart-
ments, respectively. The total axial resistance of the
i th compartment is expressed in terms of the specific
axial resistance, Ra , by the relationship Rai = 4lRa

πd2 ,
where l and d are the length and diameter of the com-
partment, respectively. A series of current terms rep-
resent ionic and synaptic currents and are discussed
below.

Passive membrane parameters (Rm, Cm and Ra)
for each model neuron were constrained by compar-
ing the responses of model neurons to real pyrami-
dal cells (Mancilla et al., 1998), stellate cells (Khatri
and Ulinski, 2000), and horizontal cells (Nicolaus and
Ulinski, 1994). Figure 5 shows the response of each
type of model neuron to depolarizing and hyperpolariz-
ing current pulses. Membrane parameters in the model
cells were systematically varied until the response of
the model cell to the lowest-amplitude hyperpolariz-
ing pulse shown in the figure matched the response of
the corresponding real cell to within ±0.2 mV for the

Figure 5. Responses of model neurons to subthreshold current
pulses. Simulated responses of the lateral pyramidal cell model (A),
the medial pyramidal cell model (B), the stellate cell model (C),
and the horizontal cell model (D) to subthreshold depolarizing and
hyperpolarizing current pulses. Each figure shows the voltage re-
sponses of one of the model neurons to two depolarizing and two
hyperpolarizing current pulses.

entire duration of the response. Table 5 in Appendix
A gives the membrane parameters estimated for each
type of neuron.

The kinetics of voltage-gated conductances have not
been studied using voltage-clamp methods in turtle cor-
tical neurons. However, Connors and Kriegstein (1986)
and Colombe and Ulinski (unpublished observations)
showed that turtle pyramidal and nonpyramidal neu-
rons have a tetrodoxin-sensitive fast conductance that
resembles the classical fast sodium conductance and a
cesium-sensitive conductance that resembles the clas-
sical delayed rectifier conductance. Thus, fast sodium,
INa+ (V, t), and delayed rectifier potassium, IK+ (V, t),
currents were included in all four neuronal models.
Both lateral and medial pyramidal cells show a dis-
tinct spike-rate adaptation. Spike-rate adaptation typ-
ically results from the interaction of a high-voltage
calcium conductance and a calcium-dependent potas-
sium conductance (e.g., Madison and Nicoll, 1984).
Connors and Kriegstein (1986) found that treatment
of turtle pyramidal cells with tetrodotoxin reveals a
manganese-sensitive response consistent with the pres-
ence of a high-voltage calcium conductance in these
cells. This suggests that the mechanism underlying
spike-rate adaptation in turtle pyramidal cells resem-
bles that demonstrated in mammals. A high-voltage
calcium, ICa2+ (V, t), and a calcium-dependent potas-
sium, IAHP([Ca2+], t), current were, thus, included in
the two pyramidal cell models. Pyramidal (Connors and
Kriegstein, 1986; Larson-Prior et al., 1991; Mancilla
et al., 1998), stellate (Connors and Kriegstein, 1986;
Block et al., 2002), and horizontal (Connors and
Kriegstein, 1986; Nicolaus and Ulinski, 1994) cells
also show evidence of inwardly rectifying conduc-
tances that are activated by hyperpolarizing current
pulses. These were omitted to minimize the complex-
ity of each model cell and reduce the simulation time
required for the full model of the cortex. The steady-
state value of the response of each cell type to hyper-
polarizing current pulses consequently increases as a
linear function of the amplitude of the injected cur-
rent (Fig. 5). Finally, each of the four model cells had
a nonvoltage dependent leak conductance (gleak) that
was used to control the resting membrane potentials of
the cells. The equations specifying each of the currents
are given in Appendix B. Parameter values are given
in Table 6 of Appendix B.

Active conductances were modeled by Hodgkin-
Huxley-like equations. Since kinetic data were not
available, kinetic parameters were modified from those
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used in the Traub et al. (1991) model of a CA1 hip-
pocampal pyramidal cell. Parameters were constrained
by comparing the responses of each model neuron to
real neurons of the same type to depolarizing cur-
rent pulses. Intracellular calcium dynamics were simu-
lated using an ordinary differential equation that repre-
sents the rate of change of intracellular calcium (see
Appendix B). No attempt was made to incorporate
more complex features of calcium dynamics (e.g., cal-
cium buffering) in the models because appropriate data
are not available and, again, we wished to minimize
the complexity of the models. The kinetic equations
and parameter values are tabulated in Appendix B.
Responses of each model cell to depolarizing current
pulses that produced subthreshold responses are shown
in Fig. 5. Both the lateral (Fig. 5A) and medial (Fig. 5B)
pyramidal cells show nonlinear responses due to ac-
tivation of the high-threshold calcium conductance,
while the stellate (Fig. 5C) and horizontal (Fig. 5D)
cell models lacked the calcium conductance and did
not show nonlinear subthreshold responses. The re-
sponse of each model cell to a depolarizing current
pulse that produced a spike train is shown in Fig. 6. Like
real pyramidal cells (Connors and Kriegstein, 1986;
Mancilla et al., 1998), the lateral (Fig. 6A) and medial
(Fig. 6B) pyramidal cell models show a distinct spike-
rate adaptation. Real pyramidal cells often demonstrate
firing patterns that resemble intrinsic bursting or chat-

Figure 6. Firing patterns of model neurons. Simulated responses
of the lateral pyramidal cell model (A), the medial pyramidal cell
model (B), the stellate cell model (C), and the horizontal cell model
(D) to suprathreshold depolarizing current pulses. Each figure shows
the voltage response of one of the model neurons to a depolarizing
current pulses with an amplitude large enough to generate a train
of action potentials. The amplitude of each current pulse in nA is
indicated to the right of each trace.

tering firing patterns (Mancilla et al., 1998), but no
attempt was made to simulate these firing patterns in
this model. Real stellate (Block et al., 2002) and hor-
izontal (Connors and Kriegstein, 1986; Nicolaus and
Ulinski, 1994) cells show little or no spike-rate adap-
tation. Accordingly, the conductances responsible for
spike-rate adaptation were not included in the model
stellate and horizontal cells, and the stellate (Fig. 6C)
and horizontal cell models (Fig. 6D) show no spike-rate
adaptation.

3.4. Compartmental Model of Geniculate Neurons

Biophysical data are not available for neurons in
the dorsal lateral geniculate complex of turtles, so
geniculate neurons were modeled as single isopoten-
tial compartments with a spike-generating mechanism
consisting of a fast sodium and a delayed rectifier potas-
sium conductance. Each geniculate neuron was mod-
eled as a 20.6 µm diameter sphere, with a specific
membrane resistance of Rm = 108 k� cm2, a specific
membrane capacitance of Cm = 1.4 µF/cm2. The ki-
netic schemes describing the fast sodium and delayed
rectifier conductances were the same used in the cor-
tical cells and had maximal conductance densities of
ḡNa+ = 370 mS/cm2 and ḡK+ = 250 mS/cm2. Indi-
vidual neurons were activated by injecting 150 ms,
0.2 nA square current pulses into the compartment.
The model contains 201 geniculate neurons. Their ax-
ons were modeled as straight lines that extend from
lateral to medial across the cortex (Fig. 7A). The most
rostral and the most caudal axons in the array extended
to the caudal and rostral poles of the cortex, respec-
tively. The 199 other afferents were evenly spaced
between these two axons. Propagation along the genic-
ulate afferents was calculated using a conduction ve-
locity of 180 µm/ms at 25◦C (Colombe and Ulinski,
1999). Geniculocortical synapses occurred at varicosi-
ties that were distributed along the axons. The distribu-
tion of varicosities was determined using the distribu-
tion of varicosities on real geniculate axons (Mulligan
and Ulinski, 1990). One important feature of these ax-
ons is that the density of varicosities decreases along
the lateromedial axis of the cortex. This can be seen
in Fig. 7B, which shows the distribution of varicosities
on representative geniculate axons. A second feature
is that they enter the cortex through a relatively small
region at the rostrolateral pole of the cortex, resulting
in a high density of geniculocortical synapses at that
point.



168 Nenadic et al.

Figure 7. Anatomy of model geniculate neurons. A: The organization of the model geniculate neurons and their axons is illustrated, for clarity,
with 13 out of the 201 geniculate neurons in the model. The somata of the geniculate neurons are indicated by the linear array of rectangles.
Somata are modeled as single compartments with a spike-generating mechanism. Each soma gives rise to an axon that is modeled as a delay line.
Consistent with the known anatomy (Mulligan and Ulinski, 1990), axons cross each other as they enter the cortex. B: The spatial distribution
of varicosities, which are presynaptic sites along all the axons, are shown in this figure. The distribution of varicosities is based on the known
distribution of varicosities in geniculocortical axons (Mulligan and Ulinski, 1990). The model contains 1,374 varicosities. Notice the high density
of varicosities at the point near the rostral pole of the cortex at which the geniculate axons cross each other.

3.5. Synaptic Connections

3.5.1. Specifying Synapses. Synapses were modeled
in two steps. Synaptic currents were constrained using
unitary synaptic potentials from real cells, when these
were available, or excitatory or inhibitory postsynaptic
potentials in other cases. The time courses of synaptic
conductances, gsyn(t), were specified using dual expo-
nential functions

gsyn(t) = gmax K
(
e− t

τo − e− t
τc
)

(2)

when τo �= τc, and where gmax is the density of the
synaptic conductance, K is a parameter that scales the
function so that its maximal value is gmax, τo is the open
time constant, and τc is the close time constant. If, on
the other hand, we have τo = τc = τ , then the synaptic
conductance is given by

gsyn(t) = gmax
t

τ
e(1− t

τ
).

Maximal conductances and open and close time con-
stants were systematically altered until the voltage
traces produced in model cells matched unitary or com-
pound postsynaptic potentials in the real cells. Presy-
naptic neurons were then connected to all postsynap-
tic neurons positioned with a sphere of influence that
varied according to the kind of connection. Spheres

of influence are specified in Table 7 of Appendix B.
Synapses were established on the postsynaptic neu-
ron following the connection scheme shown in Fig. 8.
The synaptic weight, ω, effected by the presynaptic
neuron on postsynaptic cells was specified by either a
uniform base synaptic weight, ωbase, within the sphere
of influence or decreased exponentially following the
Gaussian function

ω = ωbasee− (xpre−xpost)2+(ypre−ypost)2

2σ2 , (3)

where xpre, xpost, ypre, and ypost are the x- and y-
coordinates of the presynaptic and postsynaptic neu-
rons, andσ is a parameter that specifies the rate at which
synaptic numbers decrease as a function of distance
from the presynaptic neuron. The parameters ωbase and
σ were constrained by altering them for individual
types of synapses until the behavior of propagating
waves in the model cortex matched waves recorded
by Senseman (1996, 1999) in real cortices. The val-
ues of ωbase and σ for each type of synapse are shown
in Table 8 of Appendix B. No attempt was made to
model the more detailed features of synaptic transmis-
sion such as synaptic facilitation or depression.

3.5.2. Geniculocortical Connections. Medial pyra-
midal neurons receive, on average, six times fewer
geniculocortical synapses than do stellate neurons
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Figure 8. Synaptic connections for model neurons. The compartmental structure of the lateral and medial pyramidal, stellate, and horizontal
cell models is shown. Arrows indicate the compartments on which synapses are effected by lateral geniculate neurons (LGN), lateral and medial
pyramidal cells, stellate cells, and horizontal cells. Experimental data on which these connections are based are detailed in the text.

(Smith et al., 1980). The spheres of influence for
geniculate synapses on pyramidal cells and stellate
cells were 60 µm and 25 µm, respectively. Lateral
pyramidal cells receive geniculate synapses on their
basal dendrites. Medial pyramidal cells receive genic-
ulate synapses on their apical dendrites. Stellate cells
rceive geniculate synapses on their dendrites. These
distributions correspond to the known distributions
of geniculate afferents on real pyramidal cells and
layer 1 stellate cells (Colombe and Ulinski, 1999).
Geniculocortical synapses on pyramidal cells are glu-
taminergic and access only the α-amino-3-hydroxy-5-
methyl-4-isoxazoleproprionic acid (AMPA) subtype of
glutamate receptor (Larson-Prior et al., 1991; Blanton
and Kriegstein, 1992). The AMPA-receptor mediated
current, IAMPA(V, t), was constrained using physiolog-
ical data on minimal excitatory postsynaptic potentials
(EPSPs) recorded from pyramidal cells (Mancilla and
Ulinski, 1996). The conductance was modeled as a dual
exponential function with open and close time con-
stants of τo = 3.0 ms and τc = 0.3 ms, respectively,
and a maximal conductance of ḡAMPA = 5 nS. The re-
versal potential for geniculocortical synapses has been
measured as approximately 0 mV using voltage clamp
methods (Blanton and Kriegstein, 1992), and a reversal
potential of 0 mV was used in the model. Figures 9A,
10A, and 11A show the responses of the lateral pyra-
midal cell model, the medial pyramidal cell model, and
the stellate cell model, respectively, to a series seven
excitatory postsynaptic currents (EPSCs) evoked by ac-
tivating AMPAergic synapses on the soma compart-
ments of each of the three types of neurons. Each set

Figure 9. Postsynaptic potentials in the lateral pyramidal cell
model. This and the following three figures show the voltage re-
sponses evoked in one of the model neurons by activating a particular
type of ligand gated receptor on the model. Each trace shows a simu-
lation of an EPSP or IPSP produced by activating a particular type of
synapse on the soma compartment. Responses for AMPA, NMDA,
and GABAA-receptor mediated postsynaptic potentials (PSPs) were
produced by activating a sequence of seven postsynaptic currents
(PSCs). Responses for GABAB-receptor mediated PSPs were pro-
duced by a single PSC. This figure shows EPSPs produced in the lat-
eral pyramidal cell model to AMPA receptor mediated (A), NMDA
receptor mediated (B), GABAA-receptor mediated (C), and GABAB-
receptor mediated (D) PSCs.

of EPSPs has relatively rapid rise times, but there are
small differences in the shapes of the wave forms that
are consistent with the differences in the electrotonic
structure of the three types of neurons.
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Figure 10. Postsynaptic potentials in the medial pyramidal cell
model. This figure shows EPSPs produced in the medial pyramidal
cell model to AMPA receptor mediated (A), NMDA receptor me-
diated (B), GABAA-receptor mediated (C), and GABAB-receptor
mediated (D) PSCs.

Figure 11. Postsynaptic potentials in the stellate cell model. This
figure shows the response of the stellate cell model to AMPA recep-
tor mediated (A), NMDA receptor mediated (B), GABAA-receptor
mediated (C), and GABAB-receptor mediated (D) PSCs.

3.5.3. Pyramidal Cell Axons. Pyramidal cells have
axonal arbors that extend from their somata to the
pia in a cone-shaped arbor (Connors and Kriegstein,
1986). Pyramidal cells effect synapses on the basal den-
drites of neighboring pyramidal cells and the dendrites
of stellate cells. Collaterals of real pyramidal cells
also run mediolaterally in layer 3, so model pyramidal
cells effect synapses on the dendritic compartments of
horizontal cells. Pyramidal cell axons had spheres of

Figure 12. Postsynaptic potentials in the horizontal cell model. This
figure shows the response of the horizontal cell model to AMPA re-
ceptor mediated (A) and NMDA receptor mediated (B) PSCs. IPSPs
are not shown because the horizontal cells did not inhibit each other
in the model.

influence with radii of 250 µm and synaptic weights
that decreased as a Gaussian function of the distance be-
tween the presynaptic and postsynaptic cells. Pyrami-
dal cells are glutaminergic and access both the AMPA
and N-methyl-D-aspartate (NMDA) subtypes of glu-
tamate receptors on neurons in all three layers of D
(Larson-Prior et al., 1991; Blanton and Kriegstein,
1992). Data on miniature AMPA- or NMDA-mediated
EPSPs are not available. Postsynaptic currents medi-
ated by pyramidal cell contacts on each type of neuron
were modeled as dual exponential functions. The same
open and close time constants and maximal conduc-
tances used to model geniculocortical AMPAergic con-
ductances were used to model intracortical AMPAergic
conductances. Figures 9A, 10A, 11A, and 12A show
AMPA-receptor mediated responses in pyramidal, stel-
late, and horizontal cells. The open and colse time con-
stants and maximal conductances for NMDA-receptor
mediated currents, INMDA(V, t), were constrained us-
ing the late components of intracortical EPSPs recorded
from pyramidal cells (Larson-Prior et al., 1991). Values
were τo = 80.0 ms, τc = 0.67 ms, and ḡNMDA = 5 nS.
The reversal potential for NMDA receptors is approx-
imately 0 mV (Blanton and Kriegstein, 1992), and a
reversal potential of 0 mV was used in the model neu-
rons. The voltage dependence of the NMDA receptors
was represented by the factor

1

1 + 0.33[Mg2+]e−0.07(V −60)
(4)

(Jahr and Stevens, 1990), where the extracellular mag-
nesium concentration, [Mg2+], is 2.0 mM. Figures 9B,
10B, 11B, and 12B show the NMDA-receptor mediated
EPSPs produced in the lateral pyramidal, medial pyra-
midal, stellate, and horizontal cell models, respectively.
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Figure 13. Compound postsynaptic potentials on pyramidal cells. This figure shows the response of the lateral pyramidal cell model (A, C)
and the medial pyramidal cell model (B, D) to simultaneous activation of AMPA and NMDA receptor-mediated EPSCs (A, B) and GABAA-
and GABAB-receptor-mediated IPSCs (C, D).

Intracortical stimulation produces compound EPSPs
in pyramidal cells, suggesting that intracortical af-
ferents access both AMPA and NMDA receptors on
their postsynaptic targets (Larson-Prior et al., 1991).
Figure 13A and 13B show the compound EPSPs pro-
duced in the lateral pyramidal and medial pyrami-
dal cell models, respectively, by simultaneous activa-
tion of AMPAergic and NMDAergic conductances on
their soma compartments. These simulations capture
the biphasic EPSPs seen in real cortical neurons fol-
lowing intracortical stimulation (Larson-Prior et al.,
1991).

3.5.4. Axons of Inhibitory Interneurons. Stellate
cells have their somata located in layer 1 and have
spherical regions of influence with radii of 350 µm.
Model stellate cells effect synapses on the apical den-
drites of pyramidal cells and dendrites of neighboring
stellate cells but effect no synapses on the horizon-
tal cells. Their axons have spheres of influence with
the above diameter and uniformly distributed synap-
tic weights. Both pyramidal and stellate cells show
fast and slow inhibitory postsynaptic potentials (IPSPs)
that are mediated by GABAA and GABAB receptors,
respectively. Data on presumptive miniature GABAA

receptor-mediated IPSPs in pyramidal (Fowler, 1994)
and stellate (Khatri and Ulinski, 2000) neurons were

used to constrain the time courses of GABAA receptor-
mediated currents, IGABAA (V, t), in model neurons that
receive inhibitory contacts by stellate cell axons. Val-
ues were τo = 1.7 ms, τc = 1.7 ms, and ḡGABAA = 5 nS.
GABAA-receptor mediated conductances have mea-
sured reversal potentials near the chloride receptor po-
tential (Blanton and Kriegstein, 1992), and a reversal
potential of −70 mV was used in each of the model
neurons. Figures 9C, 10C, and 11C show the responses
of the lateral pyramidal, medial pyramidal, and stellate
cell models to a sequence of seven GABAA-receptor
mediated IPSCs. No data on miniature GABAB-
receptor mediated currents, IGABAB (V, t), are available.
The time courses of GABAB-receptor mediated con-
ductances were thus constrained using the time courses
of slow IPSPs (Khatri and Ulinski, 2000). Values were
τo = 500 ms, τc = 500 ms, and ḡGABAB = 5 nS. GABAB-
receptor-mediated currents have measured reversal po-
tentials near the potassium reversal potential (Blan-
ton and Kriegstein, 1992), and a reversal potential of
−90 mV was used in each of the model neurons. Fig-
ures 9D, 10D, and 11D show the responses of the
model lateral pyramidal cell, the model medial pyra-
midal cell, and the model stellate cell, respectively, to
a single GABAB-receptor mediated IPSP generated on
the soma compartment. Both pyramidal cells (Ulinski
et al., 1991) and stellate cells (Khatri and Ulinski, 2000)
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show compound IPSPs following activation of genicu-
late afferents, suggesting that stellate cells access both
GABAA and GABAB receptors on pyramidal cells and
stellate cells. Figures 13C and 13D show the compound
IPSPs produced in the lateral pyramidal and medial
pyramidal cell models by simultaneous activation of
GABAA- and GABAB-receptor-mediated IPSCs in the
two types of cells. Comparable compound IPSPs were
produced in stellate cells (not shown).

Horizontal cells have their somata located in layer 3.
The morphology of horizontal cell axons is not known.
Model horizontal cells have a sphere of influence with a
radius of 350 µm and a uniform distribution of synaptic
weights. In the model, they effect synapses on the basal
dendrites of the pyramidal cell model. Horizontal cells
show GABA-like immunoreactivity to anti-GABA
antibodies (Nicolaus and Ulinski, 1991; Blanton et al.,
1987), but nothing is known about the physiology
of their postsynaptic contacts. It was assumed that
horizontal cells access both GABAA and GABAB

receptors on their postsynaptic targets and that the time
courses of the two types of conductances are the same
as those occurring in the synapses of stellate cells on
cortical neurons. The compound IPSPs produced in the
lateral and medial pyramidal cell models, thus, were
the same as the stellate cell-mediated IPSPs shown in
Figures 9–11.

3.6. Simulations

Diffuse retinal flashes were simulated by injecting
square current pulses of 150 ms duration simultane-
ously into all 201 geniculate neurons. Spots of light
flashed on the retinal surface were simulated by simul-
taneously activating groups of 20 geniculate neurons
for 150 ms. The model was implemented using Genesis
(Bower and Beeman, 1997). Simulation of a 1,500 ms
response of the model cortex typically required three
hours on a Dell Precision Workstation with 1 Gbyte of
RAM and a 1 GHz processor speed. The membrane po-
tentials of examples of individual neurons were exam-
ined. The behavior of the entire population of neurons
was examined by preparing movies of the responses.
To do this, individual membrane potentials were spa-
tially resampled from a nonuniform grid, determined
by the locations of the neurons, to a uniform grid of
pixels using Matlab. Movies representing the results of
simulations were obtained using Matlab imaging tools.
These movies are comparable to those obtained using
voltage-sensitive dye methods by Senseman (1999),

Senseman and Robbins (1999, 2002), and Robbins and
Senseman (1998).

4. Results

Figure 14 shows the responses of a sample of eight
model pyramidal cells from different regions of the
cortex to a simulated diffuse light flash. Figure 15
shows responses from sixteen additional model pyra-
midal cells arranged along lateral to medial (Fig. 15A)
and rostral to caudal (Fig. 15B) transects of the model
cortex. A total of 23 of the 24 cells respond to the
stimulus with a postsynaptic potential and a train of
action potentials; the remaining cell shows only a post-
synaptic potential (PSP). Similarly, many of the 679
pyramidal cells in the model and a significant fraction
of real layer 2 regular spiking cells (Mancilla et al.,
1998) show postsynaptic potentials but no action poten-
tials in response to diffuse retinal flashes. Diffuse light
flashes typically produce only a few action potentials
in pyramidal cells (Kriegstein, 1987; Senseman, 1996;
Mancilla et al., 1998; Mancilla and Ulinski, 2001). The
model pyramidal cells generally produced more action
potentials in response to simulated light flashes than do
real pyramidal cells.

The latencies of the responses vary with the position
of the cells in the cortex. Cells situated at the rostro-
lateral pole of the cortex, near the entry point of the
geniculate fibers to the cortex, have the shortest laten-
cies. Cells situated toward the caudolateral pole of the
cortex have the longest latencies. This point can be
seen clearly in the vertical transect in Fig. 15A. Cell
A is situated near the rostrolateral pole of the cortex
and has a short latency. Cells B through H are situated
at progressively greater distances from the rostrolat-
eral pole of the cortex and have successively longer
latencies. Along the horizontal transect in Fig. 15B,
cell A has the shortest latency, while the latencies in-
crease slightly toward the rostral edge of the cortex
(compare cells B, C, and D) and more significantly
toward the caudal edge of the cortex (compare cells E
through H). These systematic shifts in response latency
in individual cells are consistent with the records ob-
tained by Mazurskaya (1974) in the visual cortex of
paralyzed turtles and with the existence of a wave of
activity that begins at the rostrolateral pole of the cor-
tex and propagates across the cortex (Senseman, 1996,
1999).

Such a wave can be seen explicitly in movies of
the model cortical response that are comparable to the
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Figure 14. Responses of model pyramidal cells to a simulated light flash. This figure shows the responses of eight model pyramidal cells to a
simulated light flash. Each box shows the voltage response of an individual lateral pyramidal cell model or medial pyramidal cell model. Medial
pyramidal cell responses are distinguished by strong after-hyperpolarizations. The position of each cell in the cortex is indicated by an asterisk.
The outline of the model cortex is shown in the center of the figure. The caudal-rostral (C-R) and lateral-medial (L-M) axes of the cortex are
indicated.

movies prepared by Senseman (1999) and Senseman
and Robbins (1999, 2002) for turtle cortices. Figure 16
shows individual frames from a representative movie.
The color scale indicates the membrane potential at
a particular locus in the cortex at a particular time.
The response begins at the rostrolateral pole of the cor-
tex at about 10 ms. Figure 17 shows selected frames
from movies of waves produced by activating groups of
geniculate afferents that correspond to presenting spots
of light to nasal, temporal, and central points along the
nasal-temporal axis of the retina. The wave begins in
the same general region of the cortex at about 15 ms
poststimulus in each case. There are small differences
in the origin of the wave between the cases. However,
it is unlikely that these could be resolved with voltage-
sensitive dye methods. The model is, thus, consistent
with voltage-sensitive dye data in showing that the cor-
tical wave is invariably initiated at the rostrolateral pole
of the cortex. After its initiation, the wave propagates
across the cortex for approximately 600 ms, at which

time it reaches a peak at the caudomedial pole of the
cortex. This occurs at 570 ms in Fig. 16 but is not shown
in Fig. 17 (which focuses on the first 200 ms of the re-
sponse). The wave subsequently begins declining in
amplitude and is usually completed between 1,200 ms
and 1,500 ms.

The propagation velocity of the wave can be quan-
tified in two different ways. The first is in the form
of an isolatency map that represents the half-height
latencies of the wave as contours superimposed on
the cortex (Senseman and Robbins, 2002). Figure 18A
shows an isolatency map for the experimental wave
(Senseman, 1999) superimposed on a picture of a real
turtle cortex and adjacent anterior dorsal ventricular
ridge (ADVR). The boundary between visual cortex
(cytoarchitectonic area D) and the dorsomedial cortex
(DM) is indicated by the dotted line. Latencies between
150 ms and 280 ms are indicated by the color scale.
Figure 18B shows a similar plot for the model cor-
tex. Note that only area D is included in this plot and
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Figure 15. Responses of model pyramidal cells to a simulated light flash. Latency differences between pyramidal cells at different positions
in the model. This figure illustrates the differences in firing responses of neurons along a vertical (A) and horizontal (B) transect through the
cortex. Each figure shows an outline of the cortex on the left. The caudal-rostral (C-R) and lateral-medial (L-M) axes of the cortex are indicated.
The positions of eight pyramidal cells are indicated by letters. Cells A through D in the top figure (A) are lateral pyramidal cells; cells E through
H are medial pyramidal cells. In the bottom figure (B), the cells labeled by A, B, C, and D are medial pyramidal, and the cells labeled by E, F, G,
and H are lateral pyramidal cells. The response of each pyramidal cell is shown in a voltage trace to the right of each figure. Medial pyramidal
cell responses are distinguished by strong after-hyperpolarizations.

that the spatial scale is different from that of Fig. 18A.
The point at which geniculate axons enter the cortex is
represented by a notch at the rostrolateral edge of the
cortex in both figures. Notice that latencies are lowest
at this notch and increase along both the lateromedial
and rostrocaudal axes of both cortices. The details of
the propagation velocities are easier to see in plots of
the half-height latency of the wave as a function of
distance along transects across the cortex (Senseman,
1999). Figure 18(C) shows plots of the latency of the
wave along a vertical (or lateromedial) transect, a hor-
izontal (or rostrocaudal) transect, and a diagonal tran-
sect that runs from the rostrolateral to the caudomedial

poles of the model cortex. The propagation velocity at
any point in the cortex is the reciprocal of the slope
of line in the plot at that particular point. In the verti-
cal transect, the wave propagates toward medial edge
of the cortex with a velocity of 65.8 µm/ms and to-
ward the lateral edge of the cortex with a velocity of
4.4 µm/ms. In the horizontal transect, the wave prop-
agates rostrally with a velocity of 4.6 µm/ms and cau-
dally with an initially velocity of 12.8 µm/ms slowing
to a final velocity of 3.5 µm/ms. A comparable slow-
ing occurs in turtle cortex, which is represented by the
increasing distance between successive isolatency con-
tours in Fig. 18A along a transect from the entrance of
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Figure 16. Response of the model cortex to a diffuse light flash.
This figure shows a series of snapshots from a movie of the response
of the model cortex to a simulated light flash. The first frame (0 ms)
shows the model at the time of the simulated flash. Each frame shows
a view of the cortex that corresponds to the flattened cortex shown
in Fig. 3. The color scale indicates the level of depolarization (warm
colors) or hyperpolarization (cold colors). The numbers to the right
of the scale show the values of the membrane potential in (mV)
coded by a particular color. For a color print of this figure, go to
http://www.cbcis.wustl.edu/pubs/turtle/jcns/fig16.pdf.

the geniculate fibers to the caudal edge of the cortex.
The anisotropy between the propagation velocities of
the wave towards the medial and caudal edges of the
cortex is represented by the difference in the spacing
of isolatency contours along the lateromedial and ros-
trocaudal transects in Fig. 18B. In the diagonal tran-
sect, the wave propagates with a uniform velocity of
8.1 µm/ms.

After the wave reaches the caudolateral pole of the
cortex, there is sometimes a secondary depolarization,
or reflection, of the wave at the caudal edge of the
cortex. This is seen as a second, late cluster of action
potentials in the cell shown in Fig. 14 (left, middle
trace) and as a prolonged sequence of action potentials
in Fig. 15 (trace H of the bottom figure), which con-
tinues as bursts of action potentials with progressively
longer latencies in Fig. 15B, traces G, F, and E. Notice
that the reflected wave dies out as it propagates along
the caudorostral axis, as indicated by the decreasing
numbers of action potentials in Fig. 15B, traces G, F,
and E.

Robbins and Senseman (1998) and Senseman and
Robbins (2002) have shown that the spatiotemporal dy-
namics of the waves can be conveniently represented

Figure 17. Response of the model cortex to a restricted light flashes.
This figure shows a series of snapshots from movies of the responses
of the model cortex simulations of spots of light presented to the
nasal, central and temporal retina (from left to right). The top line
of the frames show the model 15 ms after the simulated flashes.
Subsequent frames below show the model at the indicated times
after the simulated flashes. Each frame shows a view of the cor-
tex that corresponds to the flattened cortex shown in Fig. 3. The
scale to the right indicates the level of depolarization (warm col-
ors) or hyperpolarization (cold colors). The numbers to the right
of the scale show the values of the membrane potential in (mV)
coded by a particular color. For a color print of this figure, go to
http://www.cbcis.wustl.edu/pubs/turtle/jcns/fig17.pdf.

in a low-dimensional phase space, A, using Karhunen-
Loéve decomposition, which is a variant of principal
component analysis. The movie, I (x, y, t), of a wave is
used to construct a correlation matrix. The eigenfunc-
tions, ψi (x, y), of the correlation matrix and the pro-
jections of the movie data on the i th respective modes,
αi (t), are then calculated. The eigenfunctions depend
on the spatial coordinates of the cortex. Movies can
be accurately reconstructed using the first two or three
eigenfunctions:

I (x, y, t) ≈
3∑

i=1

αi (t)ψi (x, y). (5)

The dynamics of the wave can consequently be rep-
resented by a trajectory in a three-dimensional phase
space, A, of the vector function, (α1(t), α2(t), α3(t)).
The same analysis can also be performed on waves
generated by simulated diffuse flashes or by localized
spots of light on the model cortex (Nenadic et al., 2002).
Figure 19A shows the three principal eigenfunctions,
or spatial modes, obtained from a single wave result-
ing from a simulated light flash. Figure 19B shows the
time courses of α1(t), α2(t), and α3(t), and Fig. 19C
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Figure 18. Response latencies following a simulated light flash in real and model cortices. Latency is measured as the time at which the wave
reaches its half maximal value. Data are presented in two forms. The top two figures are isolatency maps in which latency is represented by
a color scale. A: The map shows an isolatency map for the experimental wave (Senseman, 1999) superimposed on a picture of a real turtle
cortex. It shows the lateral (DL), medial (DM) parts of visual cortex and the border of DL with the anterior dorsal ventricular ridge (ADVR)
at a relatively low magnification (from Senseman, 1999). B: The map shows DL and DM in the model. C: The plots show the latency of the
response as a function of distance along vertical, horizontal, and diagonal transects of the model cortex. The three transects are indicated on the
outline of the model shown at the upper left. For color of 18(B) of this figure, go to http://www.cbcis.wustl.edu/pubs/turtle/jcns/fig18B.pdf.

shows the three-dimensional trajectory of the vector
α1(t), α2(t), α3(t) in the A-space. The state of the model
cortex prior to activation corresponds to an initial point
in A-space. The point moves away from this initial

point in an elliptical, or tear-drop, shaped orbit that
reaches a maximal distance from the initial point and
then turns and moves back toward the initial point. In
general, the spatial modes must be global and should
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Figure 19. Karhunen-Loéve analysis of the cortical response. A:
Plots of the first three eigenfunctions in the Karhunen-Loéve de-
composition of a cortical response. B: Time courses of the weights
corresponding to the first three principal eigenfunctions. C: Phase
plane plot of the weights in (B).

therefore be averaged over multiple simulations result-
ing from the model cortex. This can be achieved by
adding a random noise to the model cortex and is a
subject of future investigation.

5. Discussion

This article presents a large-scale model of turtle visual
cortex that represents the spatial distribution of cortical
neurons and geniculate afferents and the basic circuitry
of the cortex. Simulations of the responses of the model

to diffuse retinal flashes and spots of light presented at
different loci along the horizontal meridian produce
propagating waves.

5.1. Features and Limitations of the Model

An earlier model (Nenadic et al., 2000) of turtle visual
cortex showed that a propagating wave could result
from relatively simple synaptic interactions. However,
this model did not capture the more complex dynam-
ics of the cortical waves seen in voltage-sensitive dye
experiments. This is not surprising because the model
did not have the particular spatial distributions of neu-
rons seen in the real cortex and did not incorporate the
geometry of the geniculocortical afferents. The goal in
constructing the current model was to include some of
the fundamental features of turtle visual cortex in an
attempt to more accurately portray the spatiotemporal
dynamics of turtle visual cortex. The spatial distribu-
tion of neurons in each of the three layers of the cortex
is based on an accurate map of neurons in turtle visual
cortex. The model includes some of the differences in
the anatomy of lateral and medial pyramidal cells and
the basic anatomy of two groups of inhibitory interneu-
rons, layer 1 stellate cells and layer 3 horizontal cells.
Stellate and horizontal cells appear to be involved in
establishing feedforward and feedback inhibitory cir-
cuits, respectively, within the cortex. The model also
captures the geometry of the geniculocortical afferents,
including a detailed representation of the density of
varicosities on the geniculate axons as a function of
position in the cortex.

However, the model has several important limita-
tions. First, physiological data on ligand gated recep-
tors and voltage gated channels were included wherever
possible, but most aspects of the physiology of turtle
cortical neurons are incompletely known. The basic
pharmacology of synapses has been studied, but many
details, such as potential kinetic differences between
different types of synapses within the cortex, have not
been examined. The basic distinction between regu-
lar spiking neurons, which show a distinct spike-rate
adaptation, and fast-spiking neurons that show little
or no spike-rate adaptation are included in the model.
However, there have been no voltage clamp studies
of the kinetics of voltage-gated channels in turtle cor-
tex, and it was necessary to modify kinetic data from
work on mammalian cortex for the model. The full
range of conductances that are likely present on tur-
tle cortical neurons was not included. For example,
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several types of cortical neurons probably have hyper-
polarization activated conductances that were not in-
cluded. There is also reason to believe that the dendrites
of pyramidal cells have active conductances (Connors
and Kriegstein, 1986; Millonas and Ulinski, 1997) that
were not included in the model pyramidal cells. Some
evaluation of the consequence of choosing particular
values of parameters in modeling ligand-gated recep-
tors and voltage-gated channels on the behavior of the
model cortex can be obtained by varying these parame-
ters in a series of simulations. A full discussion of these
effect is beyond the scope of this article. However, it
is clear from preliminary simulations that features of
the cortical waves, such as their propagation veloci-
ties and durations, do depend on cellular parameters
such as the density of inhibitory receptors and the pres-
ence of spike-rate adaptation in the model pyramidal
cells.

A second limitation of the model is that the input
to the cortex is unrealistic. The input is a linear array
of geniculate neurons that does not capture the spa-
tial distribution of neurons in the turtle dorsal lateral
geniculate complex (see Rainey and Ulinski, 1986).
Model geniculate neurons were used to generate a spike
train that activated cortical neurons. However, no at-
tempt was made to accurately model spike trains of
real geniculate neurons, which have not been well char-
acterized. The visual cortex gives rise to a feedback
projection to the geniculate complex (Ulinski, 1986).
This projection was not included in the model and
seems likely to influence the dynamics of the cortex
by prolonging the duration of cortical responses. The
firing patterns of retinal ganglion cells are also likely to
produce ongoing responses in the cortex because gan-
glion cells frequently respond to even brief light flashes
with trains of action potentials that last a second or
more (e.g., Marchiafava and Weiler, 1980). An attempt
to address some of these limitations is being made
by constructing models of retinal ganglion cells that
accurately reproduce the firing patterns of real ganglion
cells (Baker and Ulinski, 2001). These model ganglion
cells can then be used as inputs to the model geniculate
neurons.

5.2. Cortical Waves

Despite these limitations, the current model was suc-
cessful in capturing the basic features of cortical waves
in turtle visual cortex. The latency of wave onset

following stimulus presentation in the model was ap-
proximately 20 ms after injecting depolarizing currents
in the model geniculate neurons. Senseman (1999)
found that electrical activation of geniculate afferents in
his in vitro preparation resulted in cortical waves with
latencies of 14.1 ms to 20.7 ms. By contrast, the latency
of responses in cortical neurons to light flashes is typ-
ically 100 ms to 200 ms with intracellular recording
methods and in vitro preparations (Kriegstein, 1987;
Mancilla et al., 1998; Mancilla and Ulinski, 2001;
Senseman, 1996). This is consistent with latencies of
138 ms to 150 ms for the onset of cortical waves with
visual stimuli in both in vitro (Senseman, 1999) and
in vivo (Prechtl, 1994) preparations using both mul-
tielectrode arrays (Prechtl et al., 1997) and voltage
sensitive dye methods (Senseman, 1999). The differ-
ence in latencies in the model and in turtles can be
attributed to the time required for intraretinal process-
ing and the conduction time from the retina to the cor-
tex. The first spikes generated in retinal ganglion cells
following light flashes typically have latencies on the
order of 100 ms to 200 ms (Granda and Fulbrook, 1989;
Marchiafava, 1983). The first spikes generated in tur-
tle geniculate neurons following visual stimuli typi-
cally have latencies on the order of 150 ms (Boiko,
1980).

Cortical waves invariably originate in a specific re-
gion of the model cortex, regardless of the stimulus.
This is the region in which there is a high density of
varicosities on geniculocortical axons because the ax-
ons funnel down to a relatively small area as they enter
the model cortex and cross over each other. The same
situation occurs in turtles because the axons in the lat-
eral forebrain bundle enter the cortex within a relatively
small area, causing a visible bump, or ventricular emi-
nence, on the ependymal surface of the lateral ventricle.
Voltage-sensitive dye experiments show that cortical
waves originate in this same region, regardless of the
stimulus used to trigger the wave. Simulations with the
model cortex suggest the common point of origination
is due to the high density of geniculocortical synapses
on pyramidal cells in the ventricular eminence, mak-
ing it likely that many pyramidal cells will reach firing
threshold as a volley of action potentials enters the cor-
tex. Activation of different groups of geniculate neu-
rons results in the firing of slightly different groups of
pyramidal cells in the model, so there is some topog-
raphy in the point at which pyramidal cells first fire.
However, it is unlikely that this topography could be
resolved in voltage sensitive dye experiments.
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After originating near the rostral pole of the model
cortex, the wave propagates radially throughout the
cortex. The propagation velocity is on the order of
4 µm/ms to 70 µm/ms with some differences in the
propagation velocity along different radii. Cortical
waves visualized in voltage-sensitive dye experiments
also propagate radially away from the ventricular emi-
nence and show a distinct anisotropy in propagation
velocity that varies from 14 µm/ms to 40 µm/ms
(Senseman, 1999). Cortical waves have now been ob-
served in the primary visual cortex (Grinvald et al.,
1994; Bringuier et al., 1999; Ermentrout and Kleinfeld,
2001; Contreras and Llinas, 2001), somatosensory
cortex (Contreras and Llinas, 2001; Ghanzafar and
Nicoleilis, 1999), frontal cortex (Seidemann et al.,
2002), and hippocampus (Traub et al., 1991) of mam-
mals. Propagations velocities range from 100 µm/ms to
250 µm/ms. The differences in propagation velocities
between turtles and mammals may be due to differences
in body temperature (Senseman, 1999).

Cortical waves occasionally reflect at the caudal
edge of the model cortex and propagate for some dis-
tance rostrally into the cortex before dying out. A first
thought might be that the reflections are artifactual con-
sequences of the model having edges. However, re-
flections are also seen at the edges of turtle area D
(Senseman, 1999) and within slices of rat neocortex
(Chagnac-Amitai and Connors, 1989; Chervin et al.,
1988) and may actually be a feature of cortical organi-
zation. Cortical waves that originate in the visual cortex
(cytoarchitectonic area D) of turtles continue across the
border of D with the adjacent dorsomedial area (cytoar-
chitectonic area DM). They then propagate across DM
with a propagation velocity of about 10 µm/ms. There
is evidence for anatomical connections from D to DM
(Desan, 1984), so a route by which pyramidal cells in
D can excite cells in DM is present. It is not clear that
there are anatomical connections between the caudal
edge of D and the cortical regions located caudal to
the visual cortex, so the failure of the cortical wave to
propagate beyond the caudal edge of the cortex is not
surprising. The mechanisms underlying reflections are
not clear.

The spatiotemporal dynamics of the wave can be rep-
resented by a trajectory in a phase space by performing
a Karhunen-Loéve decomposition on a movie of the
wave (Nenadic et al., 2002). These trajectories have a
characteristic elliptical or tear-drop shape and resem-
ble homoclinic orbits. Homoclinic orbits in dynamical
systems theory are characteristic of systems that are in

a relatively stable state (e.g., Strogatz, 1994). Perturba-
tion of the system causes it to move away from but then
return asymptotically to the same stable state or fixed
point. Karhunen-Loéve analysis of waves from tur-
tle cortex following retinal flashes, the presentation of
spots of light to the retina or the presentation of looming
stimuli produces phase space trajectories that closely
resemble those occurring in the model cortex (Robbins
and Senseman, 1998; Senseman and Robbins, 1999,
2002).

The waves observed in the model following simu-
lated diffuse light flashes are planar waves that propa-
gate radially away from their point of origin. Evidence
for planar waves in turtle cortex has been obtained
using both voltage-sensitive dye and multielectrode
recording methods, as reviewed, above. In addition,
Prechtl et al. (1997, 2000) have used an in vivo prepa-
ration and reported observing very complex propagat-
ing waves. Their observations include circular or spiral
(Ermentrout and Kleinfeld, 2001) waves that can orig-
inate near the border of visual cortex with cortical area
DM under some circumstances. It is not yet known if
the current version of the model lacks intrinsic features
of its structure that are responsible for circular waves
in real turtle cortex or if other sets of inputs would
generate circulate waves.

5.3. Functional Significance of Cortical Waves

Nenadic et al. (2002) suggest that the spatiotemporal
dynamics of the waves in turtle visual cortex contain
information about the position and speed of stimuli
in visual space. They used the model of turtle visual
cortex reported here to show that the simulation of
spots of light presented at different points along the
horizontal meridian of visual space produce different
phase-space trajectories following a Karhunen-Loéve
decomposition. They then used a second Karhunen-
Loéve decomposition to compare the shapes of these
trajectories. The result of the two-step decomposition
was a map of points along the horizontal meridian of
visual space to a low-dimensional space they called B-
space. Bayesian estimation methods showed that the
position of a point in B-space could be used to esti-
mate the location of a spot of light along the horizontal
meridian in visual space. This analysis demonstrates
that the cortical waves contain information about po-
sition along the horizontal meridian, but there is no
evidence as of yet that this information is used by the
turtle in visual tasks.
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Appendix A

Table 1. Dimensions and maximal channel densities for individual compartments in the lateral pyra-
midal cell model. Dendritic compartments are cylindrical; the soma compartment is spherical. Diame-
ters and lengths are in µm. Maximal channel conductances are in mS/cm2. Links specify connections
between compartments. For example, compartment 2 is linked to compartments 1 and 3.

Number Name Diameter Length Links ḡNa+ ḡK+ ḡCa2+ ḡK+(AHP) gleak

1 apical 6 0.9 50 2 0 0 0 0 0.03

2 apical 5 2.3 79 1, 3 0 0 0 0 0.03

3 apical 4 2.5 83 2, 4 0 0 0 0 0.03

4 apical 3 5.1 119 3, 5 0 0 0 0 0.03

5 apical 2 7.1 140 4, 6 0 0 0 0 0.03

6 apical 1 8.5 153 5, 7 0 0 0 0 0.03

7 soma 20.6 – 6, 8 370 250 2.3 0.02 0.03

8 basal 1 14.7 201 7, 9 0 0 0 0 0.03

9 basal 2 8.0 148 8, 10 0 0 0 0 0.03

10 basal 3 3.6 124 9, 11 0 0 0 0 0.03

11 basal 4 5.9 127 10, 12 0 0 0 0 0.03

12 basal 5 5.0 117 11, 13 0 0 0 0 0.03

13 basal 6 3.5 98 12, 14 0 0 0 0 0.03

14 basal 7 3.4 97 13, 15 0 0 0 0 0.03

15 basal 8 1.4 62 14, 16 0 0 0 0 0.03

16 basal 9 0.8 47 15 0 0 0 0 0.03

Table 2. Dimensions and maximal channel densities for individual compartments in the medial pyramidal
cell model. Dendritic compartments are cylindrical; the soma compartment is spherical. Diameters and
lengths are in µm. Maximal channel conductances are in mS/cm2.

Number Name Diameter Length Links ḡNa+ ḡK+ ḡCa2+ ḡK+(AHP) gleak

1 dendrite 1 2.5 79 2 0 0 0 0 0.027

2 dendrite 2 2.4 76 1, 3 0 0 0 0 0.027

3 dendrite 3 2.4 76 2, 4 0 0 0 0 0.027

4 dendrite 4 2.3 74 3, 5 0 0 0 0 0.027

5 dendrite 5 5.5 115 4, 6 0 0 0 0 0.027

6 soma 30.6 – 5, 7 928 925 2.75 0.01 0.027

7 dendrite 6 14.3 186 6, 8 0 0 0 0 0.027

8 dendrite 7 14.0 186 7, 9 0 0 0 0 0.027

9 dendrite 8 13.0 177 8, 10 0 0 0 0 0.027

10 dendrite 9 10.3 158 9, 11 0 0 0 0 0.027

11 dendrite 10 6.4 125 10, 12 0 0 0 0 0.027

12 dendrite 11 3.0 85 11 0 0 0 0 0.027
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Table 3. Dimensions and maximal channel densities for individual compartments in the
stellate cell model. Dendritic compartments are cylindrical; the soma compartment is spherical.
Diameters and lengths are in µm. Maximal channel conductances are in mS/cm2.

Number Name Diameter Length Links ḡNa+ ḡK+ gleak

1 soma 12.7 – 2, 4, 7, 9, 12, 14 300 200 0.116

2 dendrite 1 3.0 90 1, 3 0 0 0.116

3 dendrite 2 2.0 90 2 0 0 0.116

4 dendrite 3 3.0 90 1, 5, 6 0 0 0.116

5 dendrite 4 2.0 90 4 0 0 0.116

6 dendrite 5 2.0 90 4 0 0 0.116

7 dendrite 6 3.0 90 1, 8 0 0 0.116

8 dendrite 7 2.0 90 7 0 0 0.116

9 dendrite 8 3.0 90 1, 10, 11 0 0 0.116

10 dendrite 9 2.0 90 9 0 0 0.116

11 dendrite 10 2.0 90 9 0 0 0.116

12 dendrite 11 3.0 90 1, 13 0 0 0.116

13 dendrite 12 2.0 90 12 0 0 0.116

14 dendrite 13 3.0 90 1, 15, 16 0 0 0.116

15 dendrite 14 2.0 90 14 0 0 0.116

16 dendrite 15 2.0 90 14 0 0 0.116

Table 4. Dimensions and maximal channel densities for individual
compartments in the horizontal cell model. Dendritic compartments
are cylindrical; the soma compartment is spherical. Diameters and
lengths are in µm. Maximal channel conductances are in mS/cm2.

Number Name Diameter Length Links ḡNa+ ḡK+ gleak

1 soma 25 – 2, 3 9500 300 0.029

2 dendrite 1 10.0 300 1 0 0 0.029

3 dendrite 2 10.0 300 1 0 0 0.029

Table 5. Biophysical parameters for model cells. The specific
membrane resistance, Rm (k� cm2); specific membrane capaci-
tance, Cm (µF/cm2); axial resistance, Ra(� cm); and resting mem-
brane potential, Erest (mV) are indicated for the lateral pyramidal
cell, medial pyramidal cell, stellate cell and horizontal cell models.

Number of
Type of cell compartments Rm Cm Ra Erest

Lateral pyramidal 16 108 1.4 100 −58.4

Medial pyramidal 12 132 1.3 100 −56.0

Stellate 16 100 1.5 100 −57.0

Horizontal 3 43.2 1.6 100 −75.0

Appendix B

This appendix specifies the form of the current terms
in Eq. (1). Maximal densities of voltage-gated conduc-

tances on each compartment of each type of neuron
are given in Table 1. Voltage dependencies of the vari-
ables m, h, n, s, and r and calcium dependencies of the
variable q are given in Table 6.

Fast sodium current, INa+ (V, t):

INa+ (V, t) = ḡNa+m3h(V − 40)
dm

dt
= αm(1 − m) − βmm (6)

dh

dt
= αh(1 − h) − βhh.

Delayed rectifier potassium current, IK+ (V, t):

IK+ (V, t) = ḡK+n4(V + 90)
dn

dt
= αn(1 − n) − βnn.

(7)

High-voltage calcium current, ICa2+ (V, t):

ICa2+ (V, t) = ḡCa2+s2r (V − 40)
ds

dt
= αs(1 − s) − βss (8)

dr

dt
= αr (1 − r ) − βr r.
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Table 6. Activity variable rate functions. Voltage dependence of the forward (α) and
backward (β) rate constants for each activity variable are given. V is in mV. The AHP
conductance is a nonvoltage, calcium dependent conductance that depends on intracellular
calcium concentration, [Ca2+] in mM. Differential equations for the activity variables are
given in the Appendix.

Channel/Variable Forward (α) Backward (β)

Na+/m −11.0944−0.32 V
−1+e(34.67+V )/(−4.00)

1.8676+0.28 V
−1+e(6.67+V )/5.00

Na+/h 0.128
e(34.00+V )/18.00

4.00
1+e(11.00+V )/(−5.00)

K+/n −1.152−0.032 V
−1+e(36.00+V )/(−3.50)

0.50
e(41.00+V )/40.00

Ca2+/s −1.50−0.075 V
−1+e(20.00+V )/(−7.50)

0.2121+0.0101 V
−1+e(21.00+V )/4.40

Ca2+/r 0.018576+0.000344 V
−1+e(54.00+V )/4.45

−0.018558−0.0003093 V
−1+e(60.00+V )/(−4.00)

K+(AHP)/q

{
10 × 10−3 if [Ca2+] > 500
0.02 × [Ca2+] × 10−3 otherwise

1.0 × 10−3

Table 7. Radii of influence for different types of synaptic connections. The units are given in µm.

From\To Lateral Medial Stellate Horizontal

LGN (varicosities) 26 60 25 –

Lateral 250 250 250 250

Medial 250 250 250 250

Stellate 350 350 350 –

Horizontal 350 350 – –

Table 8. Synaptic weights, ωbase, for synaptic connections. Values of ωbase are given for each
type of synapse in the model. Synapses from lateral and medial pyramidal cells to other types
of neurons are graded functions of distance with standard deviations of σ in mm. The synaptic
weights from stellate and horizontal cells to other types of neurons do not vary with distance.

From\To Lateral Medial Stellate Horizontal

LGN (varicosities) 1.87 0.25 0.25 –

Lateral (σ = 1.5) AMPA: 1.425 AMPA: 1.80 AMPA: 0.015 AMPA: 0.030

NMDA: 0.045 NMDA: 0.09 NMDA: 0.150 NMDA: 0.285

Medial (σ = 1.5) AMPA: 0.450 AMPA: 0.600 AMPA: 0.015 AMPA: 0.030

NMDA: 0.025 NMDA: 0.025 NMDA: 0.165 NMDA: 0.330

Stellate GABAA: 1.900 GABAA: 1.370 GABAA: 0.100

GABAB: 0.002 GABAB: 0.001 GABAB: 2.5e-4 –

Horizontal GABAA: 7.600 GABAA: 5.500

GABAB: 0.002 GABAB: 0.002 – –

Intracellular calcium concentration:

d[Ca2+]i

dt
= BICa2+ (V, t) − [Ca2+]i

τCa2+
i

B = 6000.55 mM/nA ms (9)

τCa2+
i

= 1000 ms.

The subscript i in the above equation indicates that the
concentration is the internal calcium concentration.

Calcium dependent after hyperpolarization potas-
sium current, IAHP([Ca2+]i , t):

IAHP([Ca2+]i , t) = ḡAHP q(V + 90). (10)
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Leak current, Ileak:

Ileak = ḡleak(V − Erest), (11)

where Erest is given in Table 5.
The synaptic currents (IAMPA(V, t), IGABAA (V, t),

and IGABAB (V, t)) are specified by current terms of the
form

Isyn(t) = gsyn(t)(V − Esyn), (12)

where gsyn(t) is given by Eq. (2). Parameter values for
AMPA-receptor mediated, GABAA-receptor mediated
and GABAB-receptor mediated currents are specified
in the text.

NMDA-receptor mediated current, INMDA(V, t):

INMDA(V, t) = gNMDA(t)v(V − ENMDA) (13)

where gNMDA(t) has the same form as described in
Eq. (2) and the parameter values are likewise given in
the text. The voltage dependance factor of the current,
v, is given by Eq. (4).
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